
 

     

ABSTRACT— Network and host intrusion detection systems monitor malicious activities and the management station is a 

technique that generates reports. Security for all networks is becoming a big problem. Hackers and intruders higher number of 

successful efforts to bring down the company’s networks and web services. Intrusion detection system, the availability of an 

attack and to protect the integrity of the data used for the detection of attacks. In this paper, we use a variety of feature reduction 

techniques for intrusion detection system (IDS) to compare the performance of classifiers. There are two phases in certain ways, in 

the first phase will improve decision tree and SVM classifiers for best results and the second phase will boost both the decision 

tree and SVM classifiers, and detect more than a single class classifier system. 
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1. INTRODUCTION 

  Computer security, privacy, reliability, and availability of a 

computer system and its resources to protect the ability of 

reference. Unauthorized access to a computer system, 

modification, and use of the refuse safely to protect data and 

resources. Infiltration of the security aspects of a computer 

system that tries to attack the type of tolerance. For network 

intrusion detection system, a number of researchers, the most 

powerful methods for extracting information hidden in large 

data sets from the data mining methods, implemented. Due to 

a large amount of processing required for network traffic, we 

can use data mining techniques. To apply data mining 

techniques in intrusion detection, preprocessing data collected 

by the first step. Then, in a special format for exchanging data 

mining process. After that, the configuration as is used for 

classification and clustering. Rule-based classification model, a 

decision tree-based, Bayesian network-based or based on the 

neural network.  
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The data mining technology to ensure accuracy and efficiency 

in the search process, because any intrusion will not be missed, 

while ensuring real-time data from the network. Data mining 

approaches for intrusion prevention mechanisms to help. They 

have two models of attacks to identify known and previously 

unknown. Suspicious activities to our Internet or system if it is 

classified as an intrusion. 

This paper is structured as follows: Section 2 gives the details 

of intrusion detection system. Section 3 gives the details of 

Decision Tree and SVM.  Section 4 gives the details of ensemble 

techniques used in this  paper Section 5  Conclusion. 

2.  INTRUSION DETECTION SYSTEM 

When creating an IDS data collection, pre-processed data, 

invasive validation report, and respond to such problems, we 

need to consider.  Among them, the most important is the 

recognition of the invasion.  Audit information is compared 

with search models, harsh or mild description of behavior 

patterns, so that both successful and failed attempts can be 

recognizable. With Denning first proposed model of intrusion 

detection in 1987, many research efforts have focused on how 

to efficiently and accurately detect build models. Between the 

late 1980s and early 1990s, a combination of expert systems 

and statistical approaches have been very popular. Discovery 

models were formed from the domain over knowledge of 

safety experts. From mid 1990s to the late 1990s, acquiring 

knowledge about normal or abnormal behavior evolved from 
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manual to automatic. Artificial intelligence and machine 

learning methods have been used to discover the basic model 

of a set of training data. 

 

 
Fig 1: Organization model of IDS 
 
3.  TYPES OF THE INTRUSION DETECTION 

Intrusion detection can be considered as a classification. Event 

control process within a computer system or network is 

located, and analyzing the characteristics of intrusions is 

known as intrusion detection. Here we describe two types of 

intrusions : signature based intrusion detection and novel 

intrusion detection [14].  

 
3.1 Misuse intrusion detection 

 Through a well defined attack-patterns that use weak system 

and application software to identify invasion. These models 

are encoded in advanced and were used for comparison of user 

behavior for intrusion detection [15]. Misuse-based IDS are 

also named as signature-based or pattern based IDS, which are 

used to make the discovery of certain things being forced into 

based on the attacks that stored in the knowledge-base with 

very low false things greater than zero [17].  

 

3.1.1 Advantage of Misuse (Signature)    Detection  

A very low rate of false alarms, simple algorithms, it is not 

difficult work of art attack signatures, implementation easy 

and usually minimal use of system resources. Some of the 

disadvantages of this type of search; attacks on the knowledge 

of the change to the  new type of  problems.     

                                                                                                             

3.2 Anomaly intrusion detection 

To go beyond the normal usage behavior in the use of design. 

Commonly used in the design of  a user or program from the  

CPU and IO activities, for example, the system features by the 

statistical measures [15]. 

 

 3.2.1  Advantages of the anomaly detection  

    As a novel attack detection possible intrusions of the state. 

Changes within its causes and symptoms without getting 

recognized. User privileges of bad language is the ability to 

make a search. The biggest disadvantage of this method is an 

important sign of a false alarm. 

4. LITERATURE SURVEY 

Wolfgang et al. [14]. In this paper, intrusion detection system 

in the state of the art computational intelligence methods of 

research. The review of the evolution of artificial neural 

networks, fuzzy systems, methods of calculation method of 

artificial immune systems in the core and the secret to a range 

of opportunities. However, this method of study that reveals 

the advantages and disadvantages of each of them. Soft 

Computing It will be adjusted in such a way that their 

disadvantages to this method is the ability to combine power, 

thus offering Solutions. Soft Computing as a subject included 

in the we therefore this survey. The contributions of the 

research work short and compared systematically, so that our 

clearly, the existing research challenges, define and highlight 

promising the new research indicates. It is expected that this 

survey will serve Literature as a useful guide through the 

maze. 

 

Sandhya Peddabachigari et al. [15] The research support 

vector machines (SVM) and conducted experiments with this 

model compared with the decision tree performance. 

Empirical results suggest that the decision tree verification 

U2R and R2L classes for the accuracy of better than SVM when 

both the general class for the first dos class decision tree to 

provide accurate and slightly worse than the accuracy of the 

decision tree. The result also shows that the testing and 

training from time to time at SVM classifiers are better than.  

 

  THAKARE S.P et al. [16] This paper proposes a 

signature-based intrusion detection system it is possible that 

within the network detects intrusion behavior develops. Fade 

module is inserted into the system further investigate the 

decision obvious for the attack, will be using the fuzzy 

inference approach. 

   

 Dewan Md. Farid et al. [17] In this paper, a new algorithm for 

adaptive intrusion detection and naive Bayesian is boosting 

classifier, which is the intrusion detection with fewer false 

positive detection rate for an ensemble approach based on 

boosting to improve the presentation. The main objective of 

this paper improves the intrusion detection simple Bayesian 

classifier results.   

 

S. Dongre et. al. [1] In this paper proposed a novel approach, of 

Ensemble Classifier. Comparing with other classifier. The 

Ensemble Classifier method achieves distinct features as; it 
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detects correct class of attack if detected and it informs the user 

about the attack with alert generation feature of the system. 

 

 Anazida Zainal et. al. [2] In this paper they have 

demonstrated an improved classification to the intrusion 

detection problem by performing two layer data reduction and 

ensemble classifiers. 

 

Jashan Koshal et. al. [4] In  this paper Framework defines the 

system as a core technology combines two classification 

algorithms. The test is performed on the NSL KDD dataset, the 

numerical results show that the system has the advantage of 

slightly over 99 KDD Cup. Low false alarm rate and higher 

accuracy and less time is required by the proposed 

architecture. However, the label was not an attack, the system 

is just a series of emergency or general connection. 

4. PROPOSED WORK 

We related to different techniques used to implement the 

process and IDS. Classification of these methods is very 

difficult because in the actual implementation of the system, 

the connection with this method can be used [17]. 

  
Fig 2 : Experimental Flow 
 

There is a group of records (training set) each record has in it a 

group of attributes, one of the attributes is the class. Generally, 

certain the data set is separated into training and test sets, 

training set is used to make the model and test set is used to 

make validate it. We select different features to train different 

layers in our framework. The feature selection stage needs 

with the purpose of reducing audit data to be carefully looked 

at keep from unnecessary discovery and getting better, having 

no error. Each of the classifiers was trained using the same 

training data. The ensemble of classifiers is used to perform 

classification. Here we ensemble Decision tree and SVM by 

using boosting classifier. We construct different Connectional 

models to get done better generalization performance of 

classifiers in designing a classifier. Training knowledge was 

presented to the committee of classifiers. This training dataset 

divided into five classes, they are Normal,  Probe, DOS, U2R 

and R2L.  

5.1. Feature Selection 

Attacked by two different forms for better or for different 

classes of attacks the identification should be noted separately. 

As a result, our system layer we were trained in a satisfactory 

manner for each layer separately determine single attack. We 

therefore select different features for different layers based 

upon the type of attack the layer is trained to detect [19]. 

 

1) Probe Layer - Probe attacks are aimed at getting 

knowledge about the target network from a source 

which is often outside of the network. 

 

2) Dos Layer - Dos attack is mean to prevent the target 

from providing service to its users by flooding the 

network with illegitimate request. 

3) R2L Layer - R2L attacks are used to detect the network 

level and the host level features. 

 

4) U2R Layer - U2R attack involve the semantic details 

which are very hard to take at any early stage at the 

network level. Such attacks are often content based 

and target an application. 

 

5.2 Intrusion Detection using   Decision Tree and 
Support Vector Machine 

5.2.1 Decision Trees 

Where each connection or user problem or some kind of an 

attack based on current information known as decision trees as 

either. Decision trees can be used as a misuse intrusion 

detection because they learn a model based on training data 

and an attack based on the type or normal educated as a model 

in the future as a predictable. 

Data mining in, a Decision tree induction classification 

algorithm. The Classification algorithm in a variety of 

information reclassified inductively learned how to create a 

model. Each data item attributes are defined by the values. The 

classification of a given class can be considered the application 

of a number of properties. This is given as the attribute values 

by using a decision tree to classify this item [15].                 

5.2.2 Support Vector Machines 

 Support  Vector Machines have been projected as a novel 

technique for intrusion detection. A Support Vector Machine 

(SVM) maps input material valued point gives directions to be 

taken into a higher to do with measures point space through 
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some nonlinear mapping. SVM is a powerful tool for providing 

solutions to the problem of estimating classification, regression 

and density. It is growing on the principle of reducing the risk 

of the structure. They try to reduce the risk of finding an order 

that speculates the low probability of an error approaches. To 

reduce the risk of the structure can be done by finding a hyper 

plane to the amount inseparable greatest possible addition to 

information [15]. 

            

Using SVM binary classification problem, the answer can be 

found. Non-linear space is a linear map SVM algorithm. This 

mapping, a feature called kernel function, use the. Polynomial, 

radial basis function kernel functions such as hyperlane with a 

separate feature space is used. Kernel function classifiers that 

this function was used on the surface of the base vectors. SVM 

support vectors that characterize this space as classified using 

the hyperlink outline [16].                             

6. ENSEMBLE TECHNIQUE 

The ensemble approach to artificial intelligence is a 

relatively new trend in which several machine learning 

algorithms are combined. The main idea of the algorithm is to 

use the strength of a classifier is exciting. Ensembles mainly 

useful when the problem can be divided into subproblems. In 

this case, the actors in each module, which may include one or 

more algorithms assigned to a particular problem. 

6.1 Boosting 

Boosting algorithms combine the two main actors in the 

procurement and use of the techniques. Using an ensemble of 

boosting technique, the algorithms being used. First of all 

examples of algorithmic analysis of the dataset and assign 

them higher value for each weight with the weight of the 

examples that were incorrectly classified by the algorithm. 

Then, the next algorithm as well as the input dataset to dataset 

for all examples of the weight gain. Weight algorithm 

examples that were most difficult to classify it allows you to 

focus on. The weight of the second and third algorithm 

processing algorithm moves are updated according to the 

results. The sequence continues until the next the last 

algorithm as a process. The advantage of this method is that 

the most difficult examples without adding much 

computational load can be properly classified. Weight used, 

which are updated during the process because it reduces the 

computation time as it follows the chain of algorithms [20]. 

 

7. CONCLUSION 

The aim of this paper is to present an overview that deal 

specifically with ids using data mining techniques. Many data 

mining algorithm that has been proposed towards the 

enrichment of IDSs.  Here we present decision tree and svm 

techniques that is proposed by researchers to detect intrusion 

in the network. But all of these data mining techniques are not 

satisfactory throughout.  So here we are presenting boosting 

technique that detects better result than single classifier 

technique. 
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